
Chapter 1

A first look at Kähler manifolds

In this section we introduce complex and Kähler manifolds. We give examples and in-
troduce some of the basic tools used in their study, namely (p, q)-forms and Dolbeault
cohomology. We finish with the Hodge theorem for Kähler manifolds, which relates
Dolbeault cohomology and de Rham cohomology.

1.1 Definition and examples of complex manifolds

Definition 1.1. Let X be a manifold of dimension 2n. An atlas {(f
a

, U
a

)} for X is
called holomorphic if when we think of the charts as taking values in Cn the transition
functions f

ab

: f

a

(U
a

) ! f

b

(U
b

) are biholomorphisms (i.e., holomorphic homeomor-
phisms with holomorphic inverses). In this case we call X a complex manifold.

Note that we can now make sense of holomorphic functions X ! C from a complex
manifold (by checking in a holomorphic atlas, just as in the definition of smooth func-
tions from a real manifold). We can also talk about holomorphic maps of complex
manifolds.

Examples 1.2.

1. Cn or open subsets thereof are complex manifolds covered by a single chart.
For example, GL(k, C) ⇢ Ck2 is the open subset of k ⇥ k matrices where the
determinant is non-zero and hence is a complex manifold.

2. One can find complex submanifolds using the implicit function theorem just
as for smooth manifolds. For example, det : GL(k, C) ! C is a holomorphic
function with surjective derivative on the subset SL(k, C) of matrices with deter-
minant 1. It follows that SL(k, C) is itself a complex manifold.

3. Generalising the previous example are affine varieties. An affine variety is a set
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X ⇢ Cn which is locally the common zero-locus of a finite collection of holomor-
phic functions. I.e., there is an open cover of Ck such that for each U in the cover
there are holomorphic functions f1, . . . , fk such that X \ U = {z : f j(z) = 0, j =
1, . . . , k}.

If in addition one can always arrange that the number k of these functions is
independent of U and moreover that the differentials d fj give a surjection CN !
Ck at each point of X \ U then the implicit function theorem implies that X is a
complex manifold.

For example, the subset {z : Â z2
j = e} of Cn is an affine variety, which is smooth

for e 6= 0.

4. CPn is a complex manifold. Write Uj = {[z0 : · · · : zn] : zj 6= 0} and define
fj : Uj ! Cn by fj[z0 : · · · : zn] = (z0/zj, . . . , zj�1/zj, zj+1/zj, . . . , zn). One can
check directly that the transition functions are holomorphic, making CPn a com-
plex manifold.

5. Just as we defined affine varieties as submanifolds of Cn, so we can define pro-
jective varieties as submanifolds of CPn.

When considering Cn, we could look at the zero locus of a single holomorphic
function, but in CPn this is no longer possible, since CPn is compact, the only
global holomorphic functions are constants. (See the exercises for the chance to
prove this yourself.)

Instead, one can use homogeneous polynomials in place of holomorphic functions.
If p is a homogeneous polynomial in n + 1-variables, with complex coefficients,
then whilst p does not make sense as a function on CPn, its zero locus does.
This is because if p(z0, . . . , zn) = 0 then so does p(lz0, . . . , lzn) = l

d p(z0, . . . , zn)
(where d is the degree of p).

So to each homogeneous polynomial p, we can associate Xp = {[z0, . . . , zn] :
p(z0, . . . , zn) = 0}, the hypersurface cut out by p. Again one can use the implicit
function theorem to determine when Xp is in fact smooth.

More generally, one can look at subsets of CPn which are locally the common
zero locus of a collection of homogeneous polynomials.

6. Let (X, g) be an oriented surface (real dim 2) with a Riemannian metric. Isother-
mal coordinates for X are coordinates (x, y) in which the metric has the form
g = f (x, y)(dx2 + dy2) for some function f , i.e., g is conformally equivalent to
the Euclidean metric. It is an non-trivial fact that such coordinates always exist.
Now a diffeomorphism C ! C is holomorphic if and only if it is conformal. This
means that the transition maps between isothermal coordinate charts are exactly
those which are holomorphic with respect to the variable z = x + iy and so an
atlas of isothermal charts is a holomorphic atlas on X.
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(Note this equivalence of holomorphic and conformal maps is particular to com-
plex dimension 1. In higher dimensions the two are in some sense orthogonal
concepts.)

7. One can take quotients of complex manifolds to obtain new ones. A simple
example is the following: let t 2 C have strictly positive imaginary part and
consider L

t

= {m + nt : m, n 2 Z}, an additive subgroup of C abstractly iso-
morphic to Z2. The quotient X

t

= C/L
t

is naturally a complex manifold in such
a way that the covering map C ! X

t

is holomorphic. These complex manifolds
are called elliptic curves. (“Curves” since they have complex dimension 1.) As
smooth manifolds they are all diffeomorphic (to T2, the torus) but as complex
manifolds they are in general different (see the exercises).

As another example, consider the action of Z on C2 \ 0 generated by z 7! lz
where l 2 C⇤ is some fixed non-zero complex number. Again, the quotient X

l

=
(C2 \ 0)/Z is a complex manifold, called a Hopf surface. (“Surface” because it
has complex dimension 2.) They are all diffeomorphic to S3 ⇥ S1, but as complex
manifolds they are in general different.

Just as one can talk of smooth functions, smooth vector bundles, smooth sections etc.
on a differentiable manifold, one can also talk of holomorphic functions, holomorphic
vector bundles, holomorphic sections etc. on a complex manifold. E.g., with respect
to a local trivialisation, the transition functions of a holomorphic vector bundle are
holomorphic maps U

ab

! GL(k, C).

The most obvious example of a holomorphic vector bundle on a complex manifold is
its tangent bundle. The fist step is make TX into a complex vector bundle. To explain
this we begin with a short digression. A map f : Cn ! Ck is holomorphic precisely
when its derivative d fx : Cn ! Ck is complex linear for each x. (For some people
this is the definition of holomorphic; what ever definition you use, it should be easy
to show it’s equivalent to this). This means that when X is a complex manifold one
can define an endomorphism J : TxX ! TxX with J2 = �1 as follows. Pick any chart
which contains x; in this chart, TxX ⇠= Cn and define J to be ⇥i under this identifi-
cation; changing the chart changes the identification TxX ⇠= Cn by the derivative of a
transition function; since this is complex linear it doesn’t change the meaning of “⇥i”
and so J is independent of the choice of chart. In other words, the tangent spaces of
a complex manifold are naturally complex vector spaces; multiplication by i on each
tangent space giving the endomorphism J. Now that TX is a complex vector bundle
it makes sense to ask if it is holomorphic. It is an exercise to check that the transition
functions for TX inherited from those of an atlas are indeed holomorphic maps from
their domains to GL(n, C).

As an aside, given a complex manifold X one can recover a holomorphic atlas from J:
the complex structure is all you need to be able to define the holomorphic functions,
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given U ⇢ X open, a map f : U ! C is holomorphic iff d f � J = id f . For this reason,
we will often write a complex manifold as (X, J).

Exercises 1.3.

1. Check that the tangent bundle of a complex manifold is a holomorphic vector
bundle.

2. Prove that on a compact complex manifold, the only holomorphic functions
f : X ! C are the constant functions.

Hint: Note that, away from a zero of f , one can define locally the logarithm, log f =
log | f | + i arg f . Now apply the maximum principle to the real part log | f | of this
holomoprhic function.

3. Under what circumstances are the elliptic curves X
t

and X
t

0 (from Examples
1.2.7) biholomorphic? (Hint: given a biholomorphism X

t

! X
t

0 consider the lift
to the universal covers C ! C and show that it must send L

t

to L
t

0 .)

1.2 Differential forms on complex manifolds

The complex structure J induces a decomposition of differential forms which is im-
portant in the study of complex manifolds. We look first at a complex-valued 1-form
a 2 C•(T⇤X ⌦ C), where we take the tensor product over R. That is to say that at a
point x, ax is a real-linear map ax : TxX ! C. The motivation for this is that whilst
differentials of real valued functions are sections of T⇤X, the differential of a complex
valued function is a section of T⇤X ⌦ C.

Since both TxX and C are complex vector spaces we can decompose a 2 T⇤
x X ⌦ C

into complex-linear and complex-anti-linear parts, denoted a

1,0 and a

0,1 respectively:
a = a

1,0 + a

0,1 where

a

1,0(u) =
1
2
(a(u)� ia(Ju)) , a

0,1(u) =
1
2
(a(u) + ia(Ju)) .

This decomposition gives a splitting of the complexified cotangent bundle into comp-
lex-linear and complex-anti-linear pieces:

T⇤X ⌦ C = T⇤X1,0 � T⇤X0,1.

T⇤X ⌦ C carries a conjugation map: a ⌦ z 7! a ⌦ z̄, and that this exchanges the sum-
mands in the above splitting. The fixed points of the conjugation map are those vectors
of the form a ⌦ 1, giving an embedding T⇤X ! T⇤X ⌦ C of the real cotangent bundle
into the complex cotangent bundle. One can check from the above formula for a

1,0 that
a 7! (a ⌦ 1)1,0 is a complex-linear isomorphism (T⇤X, J) ! T⇤X1,0.
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Definition 1.4. T⇤X1,0 is called the holomorphic cotangent bundle, which is genuinely
a holomorphic bundle via the above identification with (T⇤X, J). T⇤X0,1 is called the
anti-holomorphic cotangent bundle. A (1, 0)-form is a smooth section of the bundle T⇤X1,0;
similarly a (0, 1)-form is a smooth section of the bundle T⇤X0,1.

Example 1.5. As a simple example, consider R2 ⇠= C as a complex manifold. We
have tangent vectors ∂x, ∂y corresponding to the real and imaginary axes in C and
J(∂x) = ∂y, J(∂y) = �∂x. Dually, J(dx) = �dy and J(dy) = dx. Both T⇤X1,0 and
T⇤X0,1 are rank 1. Trivialisations are given by

2(dx)1,0 = dx � i Jdx = dx + idy, 2(dx)1,0 = dx + i Jdx = dx � idy.

Writing z = x + iy we have dz = 2(dx)1,0 and dz̄ = 2(dx)0,1.

More generally, on Cn with coordinates (z1, . . . , zn), the (1, 0)-forms dz1, . . . , dzn span
the holomorphic cotangent bundle whilst the (0, 1)-forms dz̄1, . . . , dz̄n span the anti-
holomorphic cotangent bundle.

The splitting of the complex cotangent bundle induces in turn a splitting of the exterior
derivative. Define ∂ : C•(X, C) ! C•(T⇤X1,0) by ∂ f = (d f )1,0 and ∂̄ : C•(X, C) !
C•(T⇤X0,1) by ∂̄ f = (∂̄ f )0,1.

In local coordinates zj = xj + iyj,

∂ f = Â ∂ f
∂zj

dzj, ∂̄ f = Â ∂ f
∂z̄j

dz̄j

where
∂ f
∂zj

=
1
2

✓
∂ f
∂xj

� i
∂ f
∂yj

◆
,

∂ f
∂z̄j

=
1
2

✓
∂ f
∂xj

+ i
∂ f
∂yj

◆

Note that a function is holomorphic if and only if ∂̄ f = 0.

The splitting of the cotangent bundle induces in turn a splitting of all exterior powers.
Write Lp,q = Lp(T⇤X1,0)⌦ Lq(T⇤X0,1). Then

LrT⇤X ⌦ C =
M

p+q=r
Lp,q

In coordinates, zj = xj + iyj, there is a basis {dzj, dz̄j} for T⇤X ⌦ C. Then

{dzI ^ dz̄J : |I|+ |J| = r}

is a basis for LrT⇤X ⌦ C whilst Lp,q has as a basis

{dzI ^ dz̄J : |I| = p, |J| = q}.

Here I = (i1, . . . , ip) is a multi-index with 1  i1 < · · · < ip and dzI = dzi1 ^ · · · ^ dzip .
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Definition 1.6. A (p, q)-form is a smooth section of the bundle Lp,q. The space of all
(p, q)-forms is denoted Wp,q or Wp,q(X) when it is necessary to specify the underlying
complex manifold.

Just as the exterior derivative on functions extends to differential forms, so ∂ and ∂̄

extend to (p, q)-forms. By definition, ∂̄ : Wp,q ! Wp,q+1 is the (p, q + 1)-projection of d
and ∂ : Wp,q ! Wp+1,q is the (p + 1, q)-projection of d. One can check (for example in
local coordinates) that there are no other components of d : Wp,q ! Wp+q+1.

We saw above that functions f with ∂̄ f are simply the holomorphic functions. There
is an analogous interpretation for higher degree (p, 0)-forms

Definition 1.7. Lp,0 = Lp(T⇤X1,0) is a holomorphic vector bundle, called the bundle of
holomorphic p-forms. A section s 2 Wp,0 is holomorphic precisely when ∂̄s = 0. In this
case we say that s is a holomorphic p-form.

Just as for the exterior derivative, ∂̄

2 = 0 and so one can define Dolbeault cohomology,
by analogy with de Rham cohomology.

Definition 1.8. The (p, q)-Dolbeault cohomology group of X is the vector space

Hp,q(X) =
ker ∂̄ : Wp,q ! Wp,q+1

Im ∂̄ : Wp,q�1 ! Wp,q

Notice that Hp,0 is simply the space of holomorphic p-forms.

Exercises 1.9.

1. (a) Prove that ∂̄

2 = 0.
(b) Prove that ∂̄∂ + ∂∂̄ = 0.
(c) Check that d : Wp,q ! Wp+1,q � Wp,q+1.

2. Let X be a simply connected compact complex manifold. Prove that H1,0(X) = 0.

Hint: given a holomorphic 1-form a, integrate it along paths with a fixed start-point to
define a holomorphic map f : X ! C with d f = a.

3. (a) Find an example of a compact complex manifold with H1,0(X) non-zero.
(b) For each n 2 N, find an example of a compact complex manifold of complex

dimension n for which Hp,0(X) is non-zero for p = 0, . . . , n.

1.3 Definitions and examples of Kähler manifolds

Put briefly (and somewhat pompously!) Kähler geometry is the harmonious combi-
nation of complex and Riemannian geometry. In more detail, let (X, J) be a complex
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manifold. The first way in which a Riemannian metric g on X can be compatible with
J is a pointwise algebraic condition.

Definition 1.10. A Riemannian metric g on X is called Hermitian if g(Ju, Jv) = g(u, v)
for all u, v 2 TX.

This is equivalent to saying that the bilinear form w(u, v) = g(Ju, v) is skew and of
type (1, 1). The fact that g is positive definite implies that w is positive on all complex
lines.

Definition 1.11. A real (1, 1)-form is called positive if it is positive on all complex lines,
i.e., w(u, Ju) > 0 for all u 6= 0.

Notice that g can be recovered from w and J via g(u, v) = w(u, Jv). This means
that specifying a Hermitian metric g on X is the same thing as specifying a positive
(1, 1)-form w.

Definition 1.12. Given a Hermitian metric g, we call w the associated (1, 1)-form of g.

A Kähler manifold is a complex manifold with a Hermitian metric which also satisfies
a differential compatibility condition.

Proposition 1.13. Let (X, J, g) be a Hermitian manifold. The following are equivalent:

1. The complex structure J is parallel with respect to the Levi-Civita connection: rJ = 0.

2. The associated (1, 1)-form w is parallel: rw = 0.

3. The associated (1, 1)-form w is closed: dw = 0.

4. Locally, one can write w = i∂̄∂f for a real valued function f, called a local Kähler
potential.

5. There exist holomorphic coordinates z1, . . . , zn in which the metric is Euclidean to second
order: g = Â dzi ⌦ dz̄i + O(|z|2).

The proof of this is an exercise.

Definition 1.14. When one, and hence all, of the above conditions are met we call
(X, J, g) a Kähler manifold. (We will equally write a Kähler manifold as (X, J, w) when
we have the positive (1, 1)-form in mind, or even (X, w) when the underlying complex
structure is implicit.)

Note that any complex manifold admits a Hermitian metric (the proof is identical
to that of the existence of Riemannian metrics). The existence of a Kähler metric
however is a far more subtle question. We will see later some important topological
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obstructions; there are others (notably concerning the fundamental group) which we
do not have time to discuss. But these conditions aside, determining whether a given
complex manifold is Kähler or not is an extremely hard problem (often impossible
with current techniques).

Examples 1.15.

1. Let (X, J) be a Riemann surface (i.e., complex manifold of dimension 1) and let g
be a Hermitian metric with associated (1, 1)-form w. Since there are no 3-forms
on a surface, dw = 0 and (X, J, g) is Kähler.

2. Let (X, g) be an oriented surface (real dim 2) with a Riemannian metric. We saw
above that isothermal coordinate charts for g define a holomorphic atlas which
makes X into a complex manifold. One can check that J : TX ! TX is simply a
positive rotation by p/2. It follows that g is Hermitian with respect to J and so
(X, J, g) is Kähler as above.

3. Let (X, J, w) be Kähler and Y ⇢ X a complex submanifold. The restriction of
the Kähler metric to Y has associated (1, 1)-form given by the restriction of w.
Since w is closed, so too is its restriction. Hence the induced metric on Y is again
Kähler.

4. Fix a Hermitian innerproduct on Cn+1. Then CPn inherits a canonical (up to
scale) U(n + 1)-invariant Riemannian metric, called the Fubini–Study metric.
One way to see this is to regard CPn as the quotient S2n+1/S1 of the unit sphere
in Cn+1. There is then a unique metric on CPn which makes the quotient map
S2n+1 ! CPn a Riemannian submersion.

The Fubini–Study metric is Kähler, as can be seen in various ways. One can
either compute in a local unitary chart, to see that dw = 0, or use symmetry
arguments to see that rJ = 0. (See the exercises for one approach.)

5. The previous two observations combine to give a plethora of examples: any
complex submanifold of CPn inherits a Kähler metric. (Recall from above that there
are many such submanifolds, given locally as the common zeros of homogeneous
polynomials in n + 1 variables.)

An obvious topological invariant of a Kähler manifold (X, w) is the cohomology class
[w] 2 H2(X, R) of the Kähler form, called the Kähler class.

Lemma 1.16. On a Hermitian manifold (X, w) of complex dimension n, the volume form is
w

n

n! .

Proof. Since this is a purely pointwise statemtent it suffices to check it for the flat
metric on Cn.
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Corollary 1.17. If (X, w) is a compact Kähler manifold then [w]n is non-zero in H2n(X, R).

Corollary 1.18. If two complex submanifolds of a Kähler manifold are homologous then they
have the same volume.

Exercises 1.19.

1. Prove the equivalence of the various definitions of Kähler by proving the chain
of implications 1 ) 2 ) 3 ) 4 ) 5 ) 1 in Proposition 1.13.

Hint: to prove 3 ) 4 use the Poincaré lemma which states that if a is a d-closed p-form
then locally one can write a = db for a (p� 1)-form, together with analogous results for
∂ and ∂̄. To prove 4 ) 5 pick arbitrary coordinates at a point p, then rotate so that i∂̄∂f

is diagonal at p; then scale so that it is the identity at p; then use a coordinate change
fixing p and TpX which eliminates the first order terms in i∂̄∂f.

2. Consider the hyperbolic metric on the unit disc D = {|z| < 1} given by

g =
dx2 + dy2

(1 � x2 � y2)2

Find a global function f : D ! R so that the associated (1, 1)-form of g is given
by w = i∂̄∂f.

3. Let U ⇢ CPn be an open set and f : U ! Cn+1 \ 0 a local section of the projection
map. Prove that the (1, 1)-form wU, f = �i∂̄∂ log | f | is positive and that in fact it
doesn’t depend on the choice of section f .

Deduce that there is a U(n + 1)-invariant Kähler metric on CPn which agrees
with each wU, f .

(This is another description of the Fubini–Study metric.)

4. Prove that there is a unique Riemannian metric on CPn, up to scale, which is
invariant with respect to the action of U(n + 1).

5. Prove that the Hopf surfaces of Example 1.2.7 do not admit Kähler metrics.

Hint: what would the Kähler class be?

1.4 The Kähler identities and Hodge theory

Just as on a Riemannian manifold one can define the L2-adjoint d⇤ of the exterior
derivative in terms of the Hodge star d⇤ = ± ⇤ d⇤, one can do similarly for ∂

⇤ and ∂̄

⇤

on a Hermitian manifold. Note that ∂

⇤ : Wp,q ! Wp�1,q whilst ∂̄ : Wp,q ! Wp,q�1.

One of the fundamental facts for Kähler manifolds is the interaction of these operators
and the wedge-product with the Kähler form w.
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Definition 1.20. The map L : Lp ! Lp+2 defined by L(a) = w ^ a is called the Lefschetz
operator.

Proposition 1.21 (The Kähler identities). On a Kähler manifold, the following hold

[∂̄⇤, L] = i∂, [∂⇤, L] = �i∂̄.

To prove these identities, note first that they only see first order derivatives of the
Kähler structure. This means that by part 6 of Proposition 1.13 that it suffices to prove
them for the flat metric on Cn.

On a Riemannian manifold, we can define the Laplacian on forms:

Dd = d⇤d + dd⇤

On a Hermitian manifold, we can do similarly with ∂ and ∂̄:

D
∂

= ∂

⇤
∂ + ∂∂

⇤, D
∂̄

= ∂̄

⇤
∂̄ + ∂̄∂̄

⇤

In general these Laplacians have little to do with each other, but on a Kähler manifold
it is a corollary of the Kähler identities that they are all essentially one and the same:

Corollary 1.22. On a Kähler manifold,

D
∂

= D
∂̄

=
1
2

Dd

Notice that, by definition, D
∂̄

preserves bidegree of forms, i.e., it is a map Wp,q ! Wp,q.
For an aribtrary Hermitian metric it is certainly not the case that the Riemannian
Laplacian Dd preserves bidegree; the image Dd(Wp,q) may well have many components
of different bidegrees. But when the metric is also Kähler, the identity of Corollary 1.22
shows that Dd does preserve bidegree. This means that the pointwise decomposition
of differential forms into (p, q)-forms passes to cohomology.

To see this we recall first the Hodge theorem for compact orientable Riemannian man-
ifolds.

Theorem 1.23 (The Hodge theorem for Riemannian manifolds). Let (M, g) be a compact
orientable Riemannian manifold. Each de Rham cohomolgy class k 2 Hr(M, R) contains
a unique harmonic representative, i.e., one satisfying Dda = 0. This gives an isomorphism
Hr(M, R) ⇠= Hr

d(M, g) between degree r de Rham cohomolgy and the space of harmonic
r-forms.

For a Hermitian manifold, the same argument works for Dolbeault cohomolgy and
the ∂̄-Laplacian.
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Theorem 1.24 (The Hodge theorem for Hermitian manifolds). Let (X, J, g) be a compact
Hermitian manifold. Each Dolbeault cohomology class k 2 Hp,q(X) contains a unique ∂̄-
harmonic representative, i.e., one satisfying D

∂̄

a = 0. This gives an isomorphism Hp,q(X) ⇠=
Hp,q

∂̄

(X) between Dolbeault cohomology of bidegree (p, q) and the space of ∂̄-harmonic (p, q)-
forms.

Thanks to Corollary 1.22, on a Kähler manifold the two notions of “harmonic” em-
ployed here agree. In the following result, br = dim Hr(X, R) is the rth Betti number
of X, whilst hp,q = dim Hp,q(X) are the Hodge–Betti numbers of X.

Theorem 1.25 (The Hodge theorem for Kähler manifolds). On a Kähler manifold, a
differential form is d-harmonic if and only if it is ∂̄-harmonic. Hence

Hr
d(X) =

M

p+q=r
Hp,q

∂̄

(X)

It follows that br = Âp+q=r hp,q.

Moreover, conjugation gives an isomorphism Hp,q
∂̄

(X) ! Hq,p
∂̄

whilst the Hodge star gives an
isomorphism Hp,q

∂̄

(X) ! Hn�p,n�q
∂̄

(X). It follows that hp,q = hq,p = hn�p,n�q.

Proof. Let a be d-harmonic. Since Dd = 2D
∂̄

preserves bidegree, each (p, q)-component
of a is itself d- and hence ∂̄-harmonic. This means that the (p, q)-decomposition of
forms passes to harmonic forms as claimed.

To prove the statement about conjugation, note that ∂̄a = ∂ā and so D
∂̄

a = D
∂

ā. In
particular if a is ∂̄-harmonic then ā is ∂-harmonic. Since these notions coincide on a
Kähler manifold the result follows.

Finally, to prove the statement about the Hodge star, it suffices to check that it maps
Wp,q to Wn�p,n�q and that it commutes with the Laplacian(s).

Corollary 1.26. If X is a compact Kähler manifold, b2r+1 is even for all r.

Proof. b2r+1 = h2r+1,0 + h2r,1 + · · ·+ h1,2r + h0,2r+1 = 2(h2r+1,0 + h2r,1 + · · ·+ hr+1,r).

Exercises 1.27.

1. Prove the Kähler identities on Cn and hence on any Kähler manifold.

2. Prove the formulae in Corollary 1.22.

3. (a) Prove that on a Kähler manifold the following identity holds for all func-
tions f .

1
2

Dd f w

n = n i∂̄∂ f ^ w

n�1

(b) Prove that 1
2 Dd f = hi∂̄∂ f , wi, where h·, ·i denotes the inner-product on

forms.
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